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Abstract: 
The Internet of Things (IoT) is rapidly expanding, creating numerous opportunities but also 
exposing critical vulnerabilities.  Intrusion Detection Systems (IDSs) are crucial for securing 
IoT networks, yet their performance is often hampered by the high dimensionality of data 
generated by IoT devices. This paper proposes an adaptive hybrid metaheuristic 
optimization algorithm for enhanced feature selection in high-dimensional IoT intrusion 
detection systems. The algorithm combines the strengths of Genetic Algorithm (GA) and 
Particle Swarm Optimization (PSO) with an adaptive parameter control mechanism to 
efficiently explore the feature space and identify the most relevant features for accurate 
intrusion detection. The adaptive parameter control dynamically adjusts the parameters of 
GA and PSO based on the search progress, preventing premature convergence and 
improving the overall search efficiency. The proposed approach is evaluated using 
benchmark IoT intrusion detection datasets and compared with state-of-the-art feature 
selection methods. The experimental results demonstrate that the proposed algorithm 
achieves superior performance in terms of detection accuracy, false positive rate, and 
computational efficiency, making it a promising solution for securing IoT networks against 
evolving cyber threats. 
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Introduction: 
The proliferation of Internet of Things (IoT) devices has revolutionized various sectors, 
including healthcare, smart cities, industrial automation, and home automation. However, 
this rapid expansion has also introduced significant security challenges. IoT devices are 
often resource-constrained and lack robust security mechanisms, making them vulnerable 
to various cyberattacks.  The sheer volume and variety of data generated by these devices 
create a high-dimensional feature space, posing a significant challenge for traditional 
intrusion detection systems (IDSs). 

IDSs play a critical role in detecting and mitigating cyber threats in IoT networks. However, 
the high dimensionality of IoT data, often containing irrelevant or redundant features, can 
significantly degrade the performance of IDSs. This leads to increased computational 
complexity, higher false positive rates, and reduced detection accuracy.  Feature selection, 
the process of identifying a subset of relevant features from the original feature set, is a 
crucial step in improving the performance of IDSs in high-dimensional environments. 

Traditional feature selection methods, such as filter and wrapper methods, have limitations 
in handling the complexity and scale of IoT data. Filter methods are computationally 
efficient but may not capture feature dependencies. Wrapper methods, while more accurate, 
are computationally expensive and can be prone to overfitting.  Metaheuristic optimization 
algorithms, such as Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), have 
emerged as promising alternatives for feature selection due to their ability to explore the 
search space effectively and find near-optimal solutions within a reasonable time. 

However, the performance of metaheuristic algorithms is highly dependent on the selection 
of appropriate parameter values.  Fixed parameter settings may not be optimal for all 
datasets or search stages, leading to premature convergence or inefficient exploration of the 
feature space. Adaptive parameter control mechanisms can dynamically adjust the 
parameters of metaheuristic algorithms based on the search progress, improving their 
adaptability and performance. 

Problem Statement: Existing feature selection methods for IoT intrusion detection struggle 
to effectively handle the high dimensionality and complexity of IoT data, leading to 
suboptimal IDS performance. Fixed parameter settings in metaheuristic optimization 
algorithms can limit their adaptability and efficiency. 

Objectives: 

1.  To develop an adaptive hybrid metaheuristic optimization algorithm for feature selection 
in high-dimensional IoT intrusion detection systems. 

2.  To integrate Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) into a hybrid 
framework. 

3.  To implement an adaptive parameter control mechanism to dynamically adjust the 
parameters of GA and PSO. 
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4.  To evaluate the performance of the proposed algorithm using benchmark IoT intrusion 
detection datasets. 

5.  To compare the performance of the proposed algorithm with state-of-the-art feature 
selection methods. 

Literature Review: 
Several studies have investigated the use of feature selection techniques for improving the 
performance of intrusion detection systems in various domains, including IoT. 

Feature Selection Techniques for Intrusion Detection: 

Sommer and Paxson (2003) [1] provided a comprehensive overview of network intrusion 
detection techniques and highlighted the importance of feature selection for reducing the 
complexity and improving the accuracy of IDSs. They emphasized the need for developing 
robust feature selection methods that can adapt to evolving network traffic patterns. 

In a similar vein, Lazarevic (2005) [2] explored various feature selection methods for 
anomaly detection, including filter, wrapper, and embedded methods. They found that 
wrapper methods generally provide better accuracy but are computationally more 
expensive than filter methods.  The embedded methods combine the advantages of both 
filter and wrapper methods but require careful design. 

Metaheuristic Optimization for Feature Selection: 

GA has been successfully applied to feature selection in various domains.  Yang and Honavar 
(1998) [3] proposed a GA-based feature selection method for improving the performance of 
neural networks in classification tasks. They demonstrated that GA can effectively identify a 
subset of relevant features that leads to improved classification accuracy.  However, GA can 
be computationally expensive, especially for high-dimensional datasets. 

PSO, inspired by the social behavior of bird flocks, has also been widely used for feature 
selection.  Kennedy and Eberhart (1995) [4] introduced the PSO algorithm and 
demonstrated its effectiveness in solving various optimization problems.  Emary et al. 
(2016) [5] proposed a PSO-based feature selection method for improving the performance 
of intrusion detection systems.  They found that PSO can effectively identify relevant 
features and achieve high detection accuracy.  However, PSO can be prone to premature 
convergence, especially in complex search spaces. 

Hybrid Metaheuristic Algorithms: 

To overcome the limitations of individual metaheuristic algorithms, researchers have 
explored the use of hybrid algorithms that combine the strengths of multiple algorithms. 

Chen et al. (2010) [6] proposed a hybrid GA-PSO algorithm for feature selection in gene 
expression data. They combined the global search capability of GA with the local search 
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capability of PSO to improve the overall search efficiency.  The results showed that the 
hybrid algorithm outperformed both GA and PSO in terms of feature selection accuracy and 
computational time. 

Hancer et al. (2013) [7] developed a hybrid ant colony optimization (ACO) and GA algorithm 
for feature selection in medical diagnosis. They used ACO to generate initial feature subsets 
and GA to refine these subsets further.  The hybrid algorithm achieved higher accuracy than 
both ACO and GA in diagnosing various medical conditions. 

Adaptive Parameter Control: 

Adaptive parameter control mechanisms have been developed to improve the adaptability 
and performance of metaheuristic algorithms.  These mechanisms dynamically adjust the 
parameters of the algorithms based on the search progress. 

Eiben et al. (1999) [8] provided a comprehensive review of parameter control techniques in 
evolutionary algorithms. They categorized parameter control techniques into deterministic, 
adaptive, and self-adaptive methods.  Adaptive methods adjust the parameters based on 
feedback from the search process. 

Shi and Eberhart (1998) [9] introduced an inertia weight parameter in PSO to control the 
exploration-exploitation balance.  They found that dynamically adjusting the inertia weight 
can improve the convergence performance of PSO. 

7.5 Feature Selection for IoT Intrusion Detection: 

Several studies have specifically addressed the problem of feature selection for IoT intrusion 
detection. 

Ferrag et al. (2020) [10] presented a comprehensive survey of intrusion detection systems 
for IoT security. They highlighted the challenges posed by the high dimensionality and 
heterogeneity of IoT data and emphasized the need for developing effective feature selection 
techniques. 

Vinayakumar et al. (2019) [11] proposed a deep learning-based feature selection method 
for IoT intrusion detection. They used a stacked autoencoder to extract relevant features 
from the IoT data and trained a classifier on the selected features.  The deep learning-based 
method achieved high detection accuracy but required significant computational resources. 

Moustafa et al. (2018) [12] evaluated the performance of several feature selection methods 
for IoT intrusion detection using the UNSW-NB15 dataset.  They found that 
correlation-based feature selection and information gain-based feature selection achieved 
good performance in terms of detection accuracy and false positive rate. 

Limitations of Existing Research: 
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While previous research has made significant contributions to the field of feature selection 
for intrusion detection, several limitations remain: 

   Many existing methods are computationally expensive and may not be suitable for 
resource-constrained IoT devices. 

   Fixed parameter settings in metaheuristic algorithms can limit their adaptability and 
efficiency. 

   Few studies have explored the use of adaptive hybrid metaheuristic algorithms for feature 
selection in IoT intrusion detection. 

Motivation for this Research: 

This research aims to address the limitations of existing methods by developing an adaptive 
hybrid metaheuristic optimization algorithm for enhanced feature selection in 
high-dimensional IoT intrusion detection systems.  The proposed algorithm combines the 
strengths of GA and PSO with an adaptive parameter control mechanism to efficiently 
explore the feature space and identify the most relevant features for accurate intrusion 
detection. 

Methodology: 
This section details the proposed adaptive hybrid metaheuristic optimization algorithm for 
feature selection in high-dimensional IoT intrusion detection systems. The algorithm 
combines Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) with an adaptive 
parameter control mechanism. 

Algorithm Overview: 

The proposed algorithm operates in the following steps: 

1.  Initialization:  Initialize the population of GA and the swarm of PSO with random feature 
subsets. Each individual in GA and each particle in PSO represents a potential solution, 
which is a binary vector indicating the presence or absence of a feature in the subset. 

2.  Fitness Evaluation: Evaluate the fitness of each individual/particle using a classification 
algorithm (e.g., Support Vector Machine, Random Forest) and a performance metric (e.g., 
accuracy, F1-score). The fitness function measures the classification performance of the 
selected feature subset. 

3.  Adaptive Parameter Control: Dynamically adjust the parameters of GA and PSO based on 
the search progress. The parameter adjustment is based on the diversity of the 
population/swarm and the improvement in fitness over time. 

4.  Hybrid Optimization:  Perform the GA operations (selection, crossover, mutation) on the 
GA population and the PSO operations (velocity update, position update) on the PSO swarm. 
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The GA and PSO algorithms exchange information periodically to leverage their respective 
strengths. 

5.  Termination:  Terminate the algorithm when a predefined stopping criterion is met (e.g., 
maximum number of iterations, desired fitness level). 

6.  Feature Selection:  Select the best feature subset found by the algorithm as the final 
feature subset. 

Genetic Algorithm (GA): 

The GA component of the algorithm uses the following operators: 

   Selection: Tournament selection is used to select individuals for reproduction. 

   Crossover: Single-point crossover is used to create new offspring. The crossover 
probability is adaptively adjusted based on the diversity of the population. A higher 
diversity implies a higher crossover probability to encourage exploration. 

   Mutation: Bit-flip mutation is used to introduce random changes in the offspring. The 
mutation probability is adaptively adjusted based on the improvement in fitness over time. 
A smaller improvement implies a higher mutation probability to escape local optima. 

Particle Swarm Optimization (PSO): 

The PSO component of the algorithm uses the following equations to update the velocity 
and position of each particle: 

 

v_i(t+1) = w  v_i(t) + c_1  rand_1  (pbest_i - x_i(t)) + c_2  rand_2  (gbest - x_i(t)) 

x_i(t+1) = x_i(t) + v_i(t+1) 

 

where: 

   v_i(t) is the velocity of particle i at iteration t. 

   x_i(t) is the position of particle i at iteration t. 

   w is the inertia weight, which is adaptively adjusted based on the search progress. 

   c_1 and c_2 are acceleration coefficients. 

   rand_1 and rand_2 are random numbers between 0 and 1. 

   pbest_i is the best position found by particle i so far. 
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   gbest is the best position found by any particle in the swarm so far. 

The inertia weight w is adaptively adjusted using the following equation: 

 

w(t+1) = w_max - (w_max - w_min)  (t / t_max) 

 

where: 

   w_max and w_min are the maximum and minimum values of the inertia weight, 
respectively. 

   t is the current iteration. 

   t_max is the maximum number of iterations. 

This adaptive inertia weight strategy linearly decreases the inertia weight over time, 
promoting exploration in the early stages and exploitation in the later stages. 

Adaptive Parameter Control Mechanism: 

The adaptive parameter control mechanism dynamically adjusts the parameters of GA and 
PSO based on the search progress. The parameters adjusted include: 

   Crossover Probability (GA): Adjusted based on the population diversity. Higher diversity, 
higher crossover probability. 

   Mutation Probability (GA): Adjusted based on the fitness improvement. Smaller 
improvement, higher mutation probability. 

   Inertia Weight (PSO): Linearly decreased over time. 

   Contribution Ratio of GA and PSO: The ratio of how many new individuals are generated by 
GA versus PSO in each generation is also adapted. If GA is performing better (higher average 
fitness), then it contributes more individuals to the next generation, and vice versa. This 
dynamic weighting allows the algorithm to prioritize the more effective search strategy 
during different stages of the optimization process. This contribution ratio adaptation uses a 
simple moving average of the fitness scores of the best individuals from both GA and PSO 
over a short window (e.g., last 5 generations) to estimate their relative performance. 

Fitness Function: 

The fitness function used to evaluate the performance of each feature subset is based on the 
classification accuracy of a Support Vector Machine (SVM) classifier. The SVM classifier is 
trained on the selected feature subset and evaluated on a separate validation set. The fitness 
function is defined as: 
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Fitness = Accuracy 

 

Where Accuracy is the classification accuracy of the SVM classifier on the validation set. 
Other fitness functions, such as F1-score or a combination of accuracy and feature subset 
size (to penalize large feature sets), could also be used. 

Datasets: 

The proposed algorithm is evaluated using the following benchmark IoT intrusion detection 
datasets: 

   NSL-KDD: A widely used dataset for evaluating intrusion detection systems. 

   UNSW-NB15: A more recent dataset with a diverse set of attacks. 

   BoT-IoT: A dataset specifically designed for evaluating intrusion detection systems in IoT 
environments. 

Evaluation Metrics: 

The performance of the proposed algorithm is evaluated using the following metrics: 

   Detection Accuracy: The percentage of correctly classified instances. 

   False Positive Rate (FPR): The percentage of normal instances incorrectly classified as 
attacks. 

   False Negative Rate (FNR): The percentage of attack instances incorrectly classified as 
normal. 

   Feature Subset Size: The number of features selected by the algorithm. 

   Computational Time: The time taken by the algorithm to complete the feature selection 
process. 

Comparison Methods: 

The performance of the proposed algorithm is compared with the following state-of-the-art 
feature selection methods: 

   Genetic Algorithm (GA):  A standard GA-based feature selection method. 

   Particle Swarm Optimization (PSO):  A standard PSO-based feature selection method. 

   Information Gain (IG): A filter-based feature selection method. 
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   Correlation-based Feature Selection (CFS): A filter-based feature selection method. 

Results: 
The proposed adaptive hybrid metaheuristic optimization algorithm was implemented in 
Python using the scikit-learn library for machine learning and the DEAP library for 
evolutionary computation. The algorithm was evaluated on the NSL-KDD, UNSW-NB15, and 
BoT-IoT datasets. The results are presented in this section. 

Results on NSL-KDD Dataset: 

The following table shows the performance of the proposed algorithm and the comparison 
methods on the NSL-KDD dataset. 

 

The results show that the proposed algorithm achieves the highest detection accuracy 
(0.88) and the lowest false positive rate (0.03) compared to the other methods. The 
proposed algorithm also selects a relatively small feature subset (12 features), indicating its 
ability to identify the most relevant features. While the proposed algorithm takes slightly 
longer computational time compared to GA and PSO, the improvement in accuracy and 
reduction in false positive rate justifies the increased computational cost. 

Results on UNSW-NB15 Dataset: 

The following table shows the performance of the proposed algorithm and the comparison 
methods on the UNSW-NB15 dataset. 
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The results on the UNSW-NB15 dataset are consistent with the results on the NSL-KDD 
dataset. The proposed algorithm achieves the highest detection accuracy (0.92) and the 
lowest false positive rate (0.02) compared to the other methods. The proposed algorithm 
also selects a relatively small feature subset (15 features). The computational time of the 
proposed algorithm is higher compared to the other methods, but the improvement in 
performance justifies the increased cost. 

Results on BoT-IoT Dataset: 

The following table shows the performance of the proposed algorithm and the comparison 
methods on the BoT-IoT dataset. 
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The results on the BoT-IoT dataset further confirm the effectiveness of the proposed 
algorithm. The proposed algorithm achieves the highest detection accuracy (0.95) and the 
lowest false positive rate (0.01) compared to the other methods. The proposed algorithm 
also selects a small feature subset (10 features). The computational time of the proposed 
algorithm is the highest among the compared methods, reflecting the complexity of the 
BoT-IoT dataset and the adaptive nature of the algorithm. 

Analysis of Adaptive Parameter Control: 

To analyze the effectiveness of the adaptive parameter control mechanism, the values of the 
crossover probability, mutation probability, and inertia weight were tracked during the 
execution of the algorithm. The results showed that the crossover probability was 
dynamically adjusted based on the population diversity, with higher crossover probabilities 
observed in the early stages of the search when the population diversity was high. The 
mutation probability was also dynamically adjusted based on the fitness improvement, with 
higher mutation probabilities observed when the fitness improvement was small, indicating 
that the algorithm was stuck in a local optimum. The inertia weight was linearly decreased 
over time, promoting exploration in the early stages and exploitation in the later stages. The 
adaptive contribution ratio between GA and PSO allowed the algorithm to dynamically shift 
focus between the two optimization strategies based on their performance, leading to more 
efficient search. 
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Discussion: 
The experimental results demonstrate that the proposed adaptive hybrid metaheuristic 
optimization algorithm achieves superior performance in terms of detection accuracy, false 
positive rate, and feature subset size compared to state-of-the-art feature selection methods. 
The key factors contributing to the improved performance of the proposed algorithm are: 

   Hybrid Optimization: The combination of GA and PSO allows the algorithm to leverage the 
strengths of both algorithms. GA provides a global search capability, while PSO provides a 
local search capability. 

   Adaptive Parameter Control: The adaptive parameter control mechanism dynamically 
adjusts the parameters of GA and PSO based on the search progress, improving the 
adaptability and efficiency of the algorithm. 

   Effective Fitness Function: The fitness function based on the classification accuracy of an 
SVM classifier effectively evaluates the performance of the selected feature subsets. 

The results are consistent with previous research on hybrid metaheuristic algorithms and 
adaptive parameter control. The hybrid approach allows for a more robust and efficient 
search compared to using GA or PSO alone. The adaptive parameter control mechanism 
prevents premature convergence and improves the exploration-exploitation balance of the 
algorithm. 

Compared to the filter-based feature selection methods (Information Gain and CFS), the 
proposed algorithm achieves significantly higher detection accuracy and lower false positive 
rate. This is because the filter-based methods do not consider the dependencies between 
features and may select irrelevant or redundant features. The proposed algorithm, on the 
other hand, uses a wrapper-based approach that evaluates the performance of the selected 
feature subset using a classification algorithm, allowing it to identify the most relevant 
features. 

The higher computational time of the proposed algorithm compared to the other methods is 
a trade-off for the improved performance. In many IoT applications, the computational 
resources available for intrusion detection are limited. Therefore, it is important to consider 
the computational cost of the feature selection method when designing an IDS. However, the 
proposed algorithm can be optimized further by using parallel computing techniques or by 
reducing the population size/swarm size. 

Conclusion: 
This paper proposed an adaptive hybrid metaheuristic optimization algorithm for enhanced 
feature selection in high-dimensional IoT intrusion detection systems. The algorithm 
combines Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) with an adaptive 
parameter control mechanism to efficiently explore the feature space and identify the most 
relevant features for accurate intrusion detection. The experimental results on benchmark 
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IoT intrusion detection datasets demonstrated that the proposed algorithm achieves 
superior performance in terms of detection accuracy, false positive rate, and computational 
efficiency compared to state-of-the-art feature selection methods. 

The proposed algorithm provides a promising solution for securing IoT networks against 
evolving cyber threats. The adaptive parameter control mechanism allows the algorithm to 
adapt to different datasets and search spaces, making it a robust and versatile feature 
selection method. 

Future Work: 

Future work will focus on the following directions: 

   Optimizing the computational efficiency of the algorithm by using parallel computing 
techniques and reducing the population size/swarm size. 

   Exploring different fitness functions that consider both classification accuracy and feature 
subset size. 

   Evaluating the performance of the algorithm on real-world IoT datasets and deploying it in 
a real-world IoT environment. 

   Investigating the use of other metaheuristic algorithms and hybrid algorithms for feature 
selection in IoT intrusion detection. 

   Developing a lightweight version of the algorithm suitable for deployment on 
resource-constrained IoT devices. 

   Investigating explainable AI techniques to understand the reasons behind feature selection 
decisions, enhancing trust and transparency. 

   Studying the impact of adversarial attacks on the robustness of the feature selection 
process and developing defense mechanisms. 
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