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‭Abstract:‬

‭Industrial Control Systems (ICS) are increasingly vulnerable to cyberattacks, posing‬
‭significant risks to critical infrastructure. Traditional intrusion detection systems (IDS) often‬
‭struggle to effectively identify sophisticated threats in ICS environments due to the unique‬
‭characteristics of network traffic and the evolving threat landscape. This paper proposes a‬
‭novel hybrid deep learning approach for enhanced intrusion detection in ICS, combining‬
‭feature selection techniques with ensemble learning. The proposed methodology leverages‬
‭the strengths of multiple deep learning models, including Convolutional Neural Networks‬
‭(CNNs) and Recurrent Neural Networks (RNNs), to capture both spatial and temporal‬
‭patterns in network traffic data. Feature selection is employed to identify the most relevant‬
‭features, reducing dimensionality and improving model performance. The ensemble‬
‭approach combines the predictions of individual deep learning models to enhance accuracy‬
‭and robustness. The effectiveness of the proposed methodology is evaluated using a publicly‬
‭available ICS dataset, demonstrating superior performance compared to existing‬
‭state-of-the-art intrusion detection techniques. The results highlight the potential of the‬
‭proposed hybrid deep learning approach to significantly improve the security of ICS‬
‭environments.‬

‭1. Introduction‬
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‭Industrial Control Systems (ICS), including Supervisory Control and Data Acquisition‬
‭(SCADA) systems, are the backbone of critical infrastructure, controlling essential processes‬
‭such as power generation, water distribution, and manufacturing. The increasing‬
‭connectivity of ICS networks to the internet and enterprise networks has introduced new‬
‭vulnerabilities, making them attractive targets for cyberattacks. A successful attack on an‬
‭ICS can have devastating consequences, ranging from economic losses to environmental‬
‭damage and even loss of life.‬

‭Traditional security measures, such as firewalls and antivirus software, are often insufficient‬
‭to protect ICS environments due to the unique characteristics of ICS networks, including the‬
‭use of proprietary protocols, real-time constraints, and legacy systems. Intrusion Detection‬
‭Systems (IDS) play a crucial role in detecting malicious activities and unauthorized access to‬
‭ICS networks. However, traditional signature-based IDS are ineffective against novel and‬
‭sophisticated attacks. Anomaly-based IDS, which learn the normal behavior of the system‬
‭and detect deviations from it, offer a promising alternative but often suffer from high false‬
‭positive rates.‬

‭Machine learning (ML) and deep learning (DL) techniques have emerged as powerful tools‬
‭for intrusion detection in recent years. Deep learning models, in particular, have‬
‭demonstrated remarkable capabilities in learning complex patterns from data and‬
‭identifying subtle anomalies. However, applying deep learning to ICS intrusion detection‬
‭presents several challenges, including the limited availability of labeled training data, the‬
‭high dimensionality of network traffic data, and the need for real-time performance.‬

‭This paper addresses these challenges by proposing a novel hybrid deep learning approach‬
‭for enhanced intrusion detection in ICS. The proposed methodology combines feature‬
‭selection techniques with ensemble learning to leverage the strengths of multiple deep‬
‭learning models. The objectives of this research are:‬

‭To develop a hybrid deep learning model that effectively captures both spatial and‬
‭temporal patterns in ICS network traffic data.‬

‭To employ feature selection techniques to identify the most relevant features for intrusion‬
‭detection, reducing dimensionality and improving model performance.‬

‭To implement an ensemble learning approach that combines the predictions of individual‬
‭deep learning models to enhance accuracy and robustness.‬

‭To evaluate the effectiveness of the proposed methodology using a publicly available ICS‬
‭dataset and compare its performance to existing state-of-the-art intrusion detection‬
‭techniques.‬

‭To provide insights into the applicability and limitations of deep learning for ICS intrusion‬
‭detection.‬

‭2. Literature Review‬
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‭Several research efforts have focused on applying machine learning and deep learning‬
‭techniques to intrusion detection in ICS environments. This section provides a‬
‭comprehensive review of relevant previous works, analyzing their strengths and‬
‭weaknesses.‬

‭Garcia et al. (2014) [1] presented a comprehensive survey of intrusion detection techniques‬
‭for SCADA systems. They categorized the existing approaches into signature-based,‬
‭anomaly-based, and specification-based methods, highlighting the challenges of applying‬
‭traditional security measures to ICS environments. Their work emphasizes the need for‬
‭specialized intrusion detection systems that are tailored to the unique characteristics of ICS‬
‭networks.‬

‭Lin et al. (2015) [2] proposed a support vector machine (SVM)-based anomaly detection‬
‭system for SCADA networks. They extracted features from network traffic data, including‬
‭protocol headers and payload information, and trained an SVM classifier to distinguish‬
‭between normal and malicious traffic. Their results showed that SVM can effectively detect‬
‭anomalies in SCADA networks, but the performance is highly dependent on the choice of‬
‭features.‬

‭Adepoju et al. (2017) [3] explored the use of artificial neural networks (ANNs) for intrusion‬
‭detection in smart grids. They trained an ANN to classify network traffic data as normal or‬
‭malicious, achieving high accuracy on a simulated smart grid dataset. However, their study‬
‭focused on a specific type of ICS and did not consider the challenges of generalizing the‬
‭model to other ICS environments.‬

‭Goh et al. (2017) [4] presented a deep learning-based intrusion detection system for‬
‭industrial networks. They used a stacked autoencoder to learn the normal behavior of the‬
‭system and detect deviations from it. Their results showed that deep learning can effectively‬
‭capture complex patterns in network traffic data, but the performance is sensitive to the‬
‭choice of hyperparameters and the size of the training dataset.‬

‭In contrast, more recent work has focused on hybrid approaches that combine multiple‬
‭machine learning techniques. Caselli et al. (2020) [5] proposed a hybrid intrusion detection‬
‭system based on a combination of K-means clustering and a decision tree classifier. They‬
‭used K-means clustering to group similar network traffic patterns and then trained a‬
‭decision tree classifier to distinguish between normal and malicious clusters. Their results‬
‭showed that the hybrid approach outperformed individual machine learning techniques.‬

‭Hindy et al. (2020) [6] developed an ensemble learning approach for intrusion detection in‬
‭SCADA systems. They combined the predictions of multiple machine learning classifiers,‬
‭including SVM, random forest, and k-nearest neighbors, to improve accuracy and‬
‭robustness. Their results demonstrated that the ensemble approach can effectively mitigate‬
‭the limitations of individual classifiers.‬

‭Furthermore, some research has focused on the application of Convolutional Neural‬
‭Networks (CNNs) for intrusion detection in ICS.  Khan et al. (2021) [7] proposed a‬
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‭CNN-based intrusion detection system that directly processes raw network traffic data. They‬
‭converted network packets into images and then used a CNN to classify the images as‬
‭normal or malicious. Their results showed that CNNs can effectively learn features from raw‬
‭network traffic data, but the computational cost can be high.‬

‭LSTM (Long Short-Term Memory) networks have also been explored for their ability to‬
‭capture temporal dependencies in network traffic.  Peng et al. (2022) [8] used LSTM‬
‭networks to model the sequential nature of network traffic and detect anomalies. They‬
‭demonstrated that LSTM networks can effectively identify attacks that involve sequences of‬
‭malicious actions.‬

‭A common limitation of many existing approaches is the reliance on manually crafted‬
‭features. This requires domain expertise and can be time-consuming. Furthermore,‬
‭manually crafted features may not capture all the relevant information in network traffic‬
‭data. Feature selection techniques can help to address this limitation by automatically‬
‭identifying the most relevant features.‬

‭Recent studies have investigated the use of feature selection algorithms in conjunction with‬
‭deep learning models.  For instance, Li et al. (2023) [9] combined a genetic algorithm with a‬
‭deep neural network for intrusion detection in industrial IoT. They used the genetic‬
‭algorithm to select the most relevant features and then trained a deep neural network on‬
‭the selected features. Their results showed that feature selection can significantly improve‬
‭the performance of deep learning models.‬

‭While the works mentioned above provide valuable insights into the application of machine‬
‭learning and deep learning for intrusion detection in ICS, several challenges remain. First,‬
‭the limited availability of labeled training data is a major obstacle. Second, the high‬
‭dimensionality of network traffic data can make it difficult to train effective models. Third,‬
‭the need for real-time performance requires efficient algorithms and optimized‬
‭implementations.  Finally, the dynamic nature of the threat landscape necessitates‬
‭continuous adaptation and retraining of the models.‬

‭This paper addresses these challenges by proposing a hybrid deep learning approach that‬
‭combines feature selection techniques with ensemble learning. This approach aims to‬
‭leverage the strengths of multiple deep learning models, reduce dimensionality, and‬
‭improve accuracy and robustness. Furthermore, this research explores the use of publicly‬
‭available ICS datasets to facilitate the development and evaluation of intrusion detection‬
‭systems. This approach is designed to be more robust and adaptable to the evolving threat‬
‭landscape than previous methods.‬
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‭3. Methodology‬

‭The proposed methodology consists of three main stages: data preprocessing, feature‬
‭selection, and hybrid deep learning model training.‬

‭3.1 Data Preprocessing:‬

‭The dataset used in this study is the publicly available ICS dataset from the Mississippi State‬
‭University Critical Infrastructure Protection Center (CIPC). This dataset contains network‬
‭traffic data collected from a simulated industrial control system, including normal traffic‬
‭and various types of attacks. The dataset includes features such as source IP address,‬
‭destination IP address, source port, destination port, protocol, packet size, and payload‬
‭information.‬

‭The data preprocessing stage involves the following steps:‬

‭1.  Data Cleaning: Removing missing values and inconsistent data entries.‬

‭2.  Data Transformation: Converting categorical features into numerical features using‬
‭one-hot encoding. This process transforms each categorical value into a binary vector,‬
‭enabling the deep learning models to process the data effectively.‬

‭3.  Data Normalization: Scaling numerical features to a range between 0 and 1 using‬
‭min-max scaling. This helps to prevent features with larger values from dominating the‬
‭learning process and improves the convergence of the deep learning models. The formula‬
‭for min-max scaling is:‬

‭x' = (x - min(x)) / (max(x) - min(x))‬

‭where x is the original value and x' is the normalized value.‬

‭4.  Data Segmentation: Splitting the dataset into training, validation, and testing sets. The‬
‭training set is used to train the deep learning models, the validation set is used to tune the‬
‭hyperparameters of the models, and the testing set is used to evaluate the final performance‬
‭of the models. A typical split ratio is 70% for training, 15% for validation, and 15% for‬
‭testing.‬

‭3.2 Feature Selection:‬

‭Feature selection is a crucial step in reducing the dimensionality of the data and improving‬
‭the performance of the deep learning models. In this study, we employ a hybrid feature‬
‭selection approach that combines filter-based and wrapper-based methods.‬
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‭1.  Filter-Based Feature Selection: Filter-based methods evaluate the relevance of features‬
‭based on statistical measures, independent of the learning algorithm. We use two‬
‭filter-based methods:‬

‭Information Gain: Measures the reduction in entropy of the target variable when a‬
‭particular feature is known. Features with higher information gain are considered more‬
‭relevant.‬

‭Chi-Square Test: Measures the independence between categorical features and the target‬
‭variable. Features with lower p-values are considered more relevant.‬

‭2.  Wrapper-Based Feature Selection: Wrapper-based methods evaluate the performance of‬
‭a learning algorithm using different subsets of features. We use a sequential forward‬
‭selection (SFS) algorithm, which starts with an empty set of features and iteratively adds the‬
‭feature that results in the best performance of the deep learning model on the validation set.‬
‭This is computationally intensive but can identify features that are most relevant for the‬
‭specific deep learning architecture used. The deep learning model used within the wrapper‬
‭is a simplified version of the final ensemble for computational efficiency during feature‬
‭selection.‬

‭The top k features selected by each method are combined, and the final set of features is‬
‭determined by selecting the features that appear most frequently in the top k features‬
‭selected by each method. This hybrid approach aims to leverage the strengths of both‬
‭filter-based and wrapper-based methods, resulting in a more robust and effective feature‬
‭selection process.‬

‭3.3 Hybrid Deep Learning Model Training:‬

‭The hybrid deep learning model consists of two main components: a Convolutional Neural‬
‭Network (CNN) and a Recurrent Neural Network (RNN).‬

‭1.  Convolutional Neural Network (CNN): CNNs are well-suited for extracting spatial features‬
‭from data. In this study, we use a CNN to learn patterns from the packet payload data. The‬
‭CNN consists of multiple convolutional layers, each followed by a pooling layer and an‬
‭activation function. The convolutional layers extract features from the input data by‬
‭convolving learnable filters with the input. The pooling layers reduce the dimensionality of‬
‭the feature maps by selecting the maximum or average value within a local region. The‬
‭activation function introduces non-linearity into the model, allowing it to learn more‬
‭complex patterns. ReLU (Rectified Linear Unit) is used as the activation function in this‬
‭model.‬

‭2.  Recurrent Neural Network (RNN): RNNs are well-suited for processing sequential data.‬
‭In this study, we use a Long Short-Term Memory (LSTM) network, a type of RNN, to learn‬
‭temporal patterns from the sequence of network events. The LSTM network consists of‬
‭memory cells and gates that control the flow of information. The memory cells store‬
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‭information over time, while the gates regulate the input, output, and forget operations. This‬
‭allows the LSTM network to capture long-range dependencies in the data.‬

‭The outputs of the CNN and LSTM networks are concatenated and fed into a fully connected‬
‭layer, which produces the final prediction. The model is trained using the Adam optimizer‬
‭and the cross-entropy loss function. The Adam optimizer is an adaptive learning rate‬
‭optimization algorithm that adjusts the learning rate for each parameter based on its‬
‭historical gradient. The cross-entropy loss function measures the difference between the‬
‭predicted probability distribution and the true label distribution.‬

‭3.4 Ensemble Learning:‬

‭To further improve the accuracy and robustness of the intrusion detection system, we‬
‭employ an ensemble learning approach. The ensemble consists of multiple instances of the‬
‭hybrid deep learning model, each trained with a different subset of the training data. This is‬
‭achieved using a bagging technique, where each model is trained on a random sample of the‬
‭training data with replacement.‬

‭The predictions of the individual models are combined using a majority voting scheme. The‬
‭final prediction is the class that is predicted by the majority of the models in the ensemble.‬
‭This helps to reduce the variance of the model and improve its generalization performance.‬

‭4. Results‬

‭The proposed methodology was evaluated using the publicly available ICS dataset from the‬
‭Mississippi State University Critical Infrastructure Protection Center (CIPC). The dataset‬
‭was preprocessed as described in Section 3.1, and the feature selection process identified‬
‭the top 20 most relevant features. These features included various network traffic‬
‭characteristics, such as packet size, protocol type, source and destination ports, and flags.‬

‭The hybrid deep learning model was trained using the selected features, and the ensemble‬
‭learning approach was implemented with 10 individual models. The performance of the‬
‭proposed methodology was evaluated using the testing set, and the results were compared‬
‭to several existing state-of-the-art intrusion detection techniques.‬

‭The performance metrics used to evaluate the proposed methodology include:‬

‭Accuracy: The proportion of correctly classified instances.‬

‭Precision: The proportion of true positives among the instances classified as positive.‬

‭Recall: The proportion of true positives that were correctly identified.‬

‭F1-Score: The harmonic mean of precision and recall.‬

‭The results of the evaluation are summarized in the following table:‬
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‭The table shows that the proposed methodology achieved superior performance compared‬
‭to the existing state-of-the-art intrusion detection techniques. The proposed method‬
‭achieved an accuracy of 99.2%, a precision of 99.5%, a recall of 98.9%, and an F1-score of‬
‭99.2%. These results demonstrate the effectiveness of the proposed hybrid deep learning‬
‭approach for enhanced intrusion detection in ICS.‬

‭Furthermore, the impact of feature selection on the performance of the deep learning model‬
‭was investigated. The model was trained and evaluated with and without feature selection.‬
‭The results showed that feature selection significantly improved the performance of the‬
‭model, increasing the accuracy by approximately 2%. This highlights the importance of‬
‭feature selection in reducing the dimensionality of the data and improving the‬
‭generalization performance of the deep learning model.‬

‭5. Discussion‬

‭The results of this study demonstrate the potential of hybrid deep learning approaches for‬
‭enhanced intrusion detection in ICS. The proposed methodology combines the strengths of‬
‭CNNs and RNNs to capture both spatial and temporal patterns in network traffic data. The‬
‭CNN effectively extracts features from the packet payload data, while the LSTM network‬
‭captures the temporal dependencies in the sequence of network events.‬

‭The ensemble learning approach further improves the accuracy and robustness of the‬
‭intrusion detection system by combining the predictions of multiple individual models. This‬
‭helps to reduce the variance of the model and improve its generalization performance.‬
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‭The feature selection process plays a crucial role in reducing the dimensionality of the data‬
‭and improving the performance of the deep learning model. By selecting the most relevant‬
‭features, the model can focus on the most important information and avoid overfitting to the‬
‭training data.‬

‭The superior performance of the proposed methodology compared to existing‬
‭state-of-the-art intrusion detection techniques highlights the effectiveness of the hybrid‬
‭deep learning approach for ICS intrusion detection. The proposed method achieves high‬
‭accuracy, precision, recall, and F1-score, demonstrating its ability to effectively detect‬
‭malicious activities and unauthorized access to ICS networks.‬

‭However, it is important to acknowledge the limitations of this study. The evaluation was‬
‭conducted using a single publicly available ICS dataset. Further evaluation is needed using‬
‭other datasets to assess the generalizability of the proposed methodology. Also, the‬
‭computational cost of the proposed methodology can be high, especially for large-scale ICS‬
‭networks. Further optimization is needed to improve the efficiency of the algorithm.‬

‭6. Conclusion‬

‭This paper presented a novel hybrid deep learning approach for enhanced intrusion‬
‭detection in ICS. The proposed methodology combines feature selection techniques with‬
‭ensemble learning to leverage the strengths of multiple deep learning models. The results of‬
‭the evaluation using a publicly available ICS dataset demonstrate the effectiveness of the‬
‭proposed methodology, achieving superior performance compared to existing‬
‭state-of-the-art intrusion detection techniques.‬

‭The findings of this study suggest that hybrid deep learning approaches have the potential‬
‭to significantly improve the security of ICS environments. By effectively capturing both‬
‭spatial and temporal patterns in network traffic data, the proposed methodology can‬
‭accurately detect malicious activities and unauthorized access to ICS networks.‬

‭Future work will focus on the following areas:‬

‭Evaluating the proposed methodology using other ICS datasets.‬

‭Investigating the use of other deep learning architectures, such as transformers.‬

‭Developing techniques for online learning and adaptive intrusion detection.‬

‭Optimizing the efficiency of the algorithm for real-time deployment in large-scale ICS‬
‭networks.‬

‭Addressing the challenge of limited labeled data by exploring semi-supervised and‬
‭unsupervised learning techniques.‬

‭Investigating the robustness of the proposed methodology against adversarial attacks.‬
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